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Proposal Abstract: Society grows increasingly dependent on networked sysserols as the
Internet computational clouds, and content distribution netwarke/hich interactions among
millions of components lead to dynamic global patterns that cannot be predicted by analyzing
behavior of individua. Such patterns include catapti eventg1-10] that arise from

cascading failuresnalicious attacksaand sudden load increases, which can drive systems from
normal operating ranges to congested stétading towidespreadutages for significant
periods To dateno practical metbdsexist to providesarly warning osuchcatastrophesrhus,
our n growingdegesdence ometworkedsystemawill continue to be plagued wittoss
from adverse consequersxef large scale failures

Over the past decade, researcleghysics and other disciplinbave devisead
mathematically basettieoryto explainprocesses leauy to catastrophes networks Related
studieq11-19] demonstrat¢hatsucheventsarepreceded byidespreadhanges in self
organizedpatternsarising fromincreasingspatiotemporatorrelation Such patterns manifest
ultimatelyasphase transitionscoincident withsudden changes selectedsoc a | lorde) i
parametersand foreshadowed by increasevamianceand longrange dependenc@/hile this
theorycould formabasisfor early warning ohetwork catastrophesvo barriersexist. First, the
theoryrelieson abstract mods that use topologies abehavioraunrepresentative oéal
networks We will evaluate and validate the thearyrealistic network model$Second the
theoryassums measuremennethodsmpractical inreal networksWe will develop
measurement methotisat can be deployed in real netwsté giveearly warning of network
catastrophes.

If successful, thiprojectwill provide measurement methotitsenhanceommercial
networkcontrol and management systej@8]. Theprojectii € w icredte a strong foundation of
systemmeasearme nt t hat has toloelpaveik reatlifeendtwadkdafluoeg 6 é |
[21], improvingresilienceof networked systemis manyapplications [22]

Context of the proposed researchCommerce, government, utility gridendeven modern
social interactions depend increasingly on lanfermationsystems, based on Internet
technology Disruptions of such systems, which appear likely to increaseale and duratign
incur significant costs. For example, Table 1 summarizes results from a study fa8osbof
networkfailuresfor six companies in different industry sectofss shavn, companiesncurred
losses costings much as $100K/hotnom either complete outages or periods of degraded
performance. Extrapolating to multiple companies, affected for extended peritaisit®s
within large Internet service providers, impliesggfering costs in aggregate. For example,
anotherstudy [24] of outages across companies and indusisiemated overall costs averaging
about 3.6% of annual revenues. Such outages continue to[ belj; and thescope and cost
will increase n t he future, as the nagrowmends reliance
Over the past decade, academic researtiaaedevised a mathematidpalbasedheory
to explainprocesses that lead to catastrophic evientetworked systems. Relatstlidies
demonstree that onset of catastrophic events is precededibgspreadhanges in self
organizedpatternsarising from increasingpatiotemporatorrelation Such patterns manifest
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ultimatelyasphase transitiongoincident withsudden changes selectesrderparameters, and
foreshadowed by increases in varianod longrange dependence, as a system approaches a
critical point. Table 2 provides a summary of nine such studie$9],.which demonstrate phase
transitions and identify various precursor signhaé eairise when a network approaches a critical
point. We will use the studies by Sarkar et al. [17] and Ryalova et al. [19] to introduce some key
elementof the theory of networkhmse transitions

Table 1. Summary of Infonetics study of network downtaogs in six @mpaniesthe table
also gives the percentage of incidents due to completges vs. performandegradations

Sector Revenue/Year Downtime Cost Cost/Hour Outages Degradations
Energy $6.75 Billion $4.3 Million $1624 72% 28%
High Tech $1.3 Billion $10.2 Million $4167 15% 85%
Health Care $44 Billion $74.6 Million $96,632 33% 67%
Travel $850 Million $2.4 Million $38,710 56% 44%
Finance $4 Billion $10.6 Million $28,342 53% 47%

Table 2. Summary aelectedtheoretical research related to network phesesttions

Year Researchers Location Model Metrics Precursor Signal
Sole & . Packet Delay, TR
2001 | Valverde f.l’;i\";SsF‘l) 2D Lattice Queue Length, S:I‘:‘\;ern;:a;:y in log-log plot of
[11] Throughput P -Ireq.
Packet Delay, .
2002 Woolf et al. UK 2D Lattice Queue Length, L'ong-Rarjge Dependenc9: (LRD) in
[12] time-series autocorrelation
Throughput
. Triangular & | Packet Delay, LRD shown with Hurst parameter
Arrowsmith .
2004 etal. [13] UK Hexagonal Queue Length, | increases from rescaled range
: Lattice Throughput statistical (R-S) analysis
Mukherjee Packet Delay, PP
2005 | & Manna India 2D Lattice Queue Length, Szl:vzlrn‘\’:a;:tey in log-log plot of
[14] Load per Node P - Treq.
Lawniczak . Packets in LRD shown with Hurst parameter
2007 et al. [15] Canada 2D Lattice Flight increases from R-S analysis
D
2007 Tadic Slovenia, Generated za::cek:et L:rlmaz;\ Systemic changes in network-load
et al. [16] Austria, UK | SF & UH Bt | time series
Network Load
Sarkar . Packet Delay, Order parameter becomes
2009 etal. [17] USA 2D Lattice Queue Length positive
2009 Wang China Generated P:?ckets |‘n Ord‘er parameter becomes
etal. [18] ER, WS, HK Flight/Injected | positive
Rykalova 1D Ring & Packet Delay, Increasing amplitude fluctuation
2010 USA " Queue Length, | . .
et al. [19] 2D Lattice in metrics
Network Load

Topology Key: SF = Scale-Free UH = Uncorrelated Homogeneous

ER = Erdos-Reyni Random

WS = Watts-Strogatz Small World HK = Holme-Kim variant of Preferential Attachment
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Figure 2.lllustrating a critical point in networlohd[17]

Figure 2 (a), from Sarkar et al. [17], plots the relationship between average transit delay
(D6) f or dedndincreasiagihetywosk oty Transit delays remain small until the
network load reaches a critical poiht), wherea phase transition occutsading toa steep
increase in packet transmission deldyigure 2(b) demonstrates time series for packet delays at
various load values: below € 0.25), nearl( = 0.30) and abov@ = 0.35 and = 0.40)the
critical point. Theplots suggest thamcreass inthe slope ofime series ofelectedneasured
variadescouldsignal crossing of a critical poirdllowing network managers to be alerted prior
to complete network collapse

Other researchefsave identifiedncreasing systemic correlations emerging as a network
nears a criticgboint. Such correlations mdest as longange dependence and increasing
amplitude fluctuation in various measured varialfes.example, Figure 3, from a study by
Rykalova et al. [19], shos\fluctuations over tira in the number of messagasa network at two
loadlevelsd (a)l =0.15 and (b) =0.199® for a network where the critical pointlig=0.2.
Notice that amplitud8uctuations increasky two ordess of magnitudeand are highly
temporally correlatedis the critical point is approached.
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Figure 3. Number of messages vs. timetfar load levels: (a) =0.15 and (b) =0.1996



As shown in Table Ztherstudies demonstragmilar phasetransitionphenomena for
abstract network modéismodels thatack some essentiaharacteristicef real néworks. The
proposedTL team has significant experience blinlg computationally tractable, realistic
networkmodels [25] and applying such models to sty@¥] macroscopic behavior arising from
congestionFrom that previous work, tH&L team has identified key network characteristics
(e.g., topology, relative forwarding speeds, source and receiver distriyutsam behavigand
protocol functionythat must be included mealistic network modsl Further, the ITL team has
access to aetwork emulation facility that can be used to validate simulation results against
laboratory networks, and to evaluate measurement methods, and related software, in operational
settingsUsing this knowledgeexperienceand capabilitytheITL team is miquely positioned
to investigateand leveragéhe theory of network phase transitionsealnetworls, and to create
practical measurement methods based on that theory.

Technical plan: We propose to build on a promising theory to establish practical, measuwwrement
based methods to provide early warning of impending catastrophes in networked systems. Our
target milestone will be to develop measurement methods and tools to monitor spatiatemp
behavior in deployed networks, and predict impending catastrdpingts we will validate

existing theory by simulating realistic netwoiksorderto characterizeonditions, e.g.,

topologies queuing disciplines, loads, congestmntrol regimesand user behaviora;here
phasetransitions occur, and conditions where they do $etond, & will confirm our
simulatedfindings in laboratory networks, and ultimategal networks.Third, we will design
develop, evaluateand apply measurement andabsis method# laboratory networkso warn

of impendingcatastrophed-ourth we will establish collaborations with network operators to
evaluate our measurement methodseal networks.Technical risk arises from two main

sources: (1) phageansitionbehaviors demonstrated in abstract network models may fail to
appear in real networkand (2) online measurement methods might not scale sufficiently to
provide effective alerts for nationwide networkghile the first risk ignherentin the proposed
research, we have a plan (Sessk 4below) to mitigate the second risk.

Our project deliverables wifirovide: (1) deepened understanding of the applicability of
anexistingphasetransitiontheoryto real networks(2) practical measurement and analysis
methods, and related software, to monitor real networkisnipendingsystem collapseand (3)
assessment of the utility of measuremessed methods for early warning of catastrophes in real
networks. As we eldorat below, the project plan (as showrthe attached project task
schedule) onsists of three, eighteenonth phases, encompassing eight tasks. Major decision
points exist after each of the first two phases.

Phase I: Validationd We will determineconditionsunder whichthe phasdransition behaviors
demonstratetdy theory, and relatestudies ofabstract network modelalso appeafor not)in
realistic network models, and in laboratory networks. The phase requiretaikgecach lasting
six months.

In Task 1, Modeling wewill inject realistic network characteristics from our previous
work [25-26] into ax abstract model taken from acaderrer example, Echenique, Gomez
Gardenes and Moreno (EGM) developedbstracimodel[27] based oran11,174node
topologytaken fromthe Internet autonomous system majca 2001 While the resulting
topology is somewhat realistihe EGM model lacks realism in node characteristissyell as
in source and receiver characteristiogjserbehaviorsandin protocolproceduresWe will
replae the large EGM topology with realistic but smaller, moreomputationally tractable,
topology, representing a.8l network. We will then inject varied router speeds, finite buffers
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and propagation delays into the EGM model. We aldbmodify the EGM model to ensure that
sourcesandreceivers attach with bounded interface speeds, and only at access routers. We will
allow sources and receivers to be distributed-upifiormly acrossaccess routers in a topology.

We will model users as cyclic avff processes that can transfer varied file sizes, and that exhibit
limited patience when transgiaketoo long, or rates are too slovFinally, we will inject irto

the EGM model the connecti@stablishment and congestioantrolprocedures associated with
the transmissiowontrol protocol (TCP), which is used for over 90% of the data transferred
acrosghe Internet.

In Task2, Characterizationwe will assesshe sensitivity (see Chapter 4 in [260f our
modified EGM model to the realistic factors we injected. Subsequently, we will attempt to
demonstrate the phas@ansition behaviors shown in nine previous research projects (see Table
2), and we will evaluate thability of variousprecursossignals (e.g., chang@sthe slope of time
series foorder parameters and increasing amplitude fluctuatoddongrange dependence
key metrics) to warn dmpendingphase transitiondVe will determine if the onset of phase
transitions can be predicted based on observable changes in only a subset of nodes, and, if so,
how such subsets relate to network topoldgthe same time, we wiltharacterize relationstsp
between false posites and the selection ofeasurement intervals aatertingthresholdsWe
will establish whether phageansition behaviors seen in abstract network models also appear in
realistic models, and under what circumstangéswill evalaie which precursor sigals appear
most effective in predicting onset of phase transitiansl under what constrainté phase
transition behaviors do not appear in realistic network models, then this task will provide
explanations, which can serve to refocus ongoing acadeseamchResults from this task may
also inform ongoingcademiaesearch that aims at predicting phase transitions in other types of
networks, such as electrical grigisd cybetphysical systems

In Task 3 Emulation we will replicate phas&ansitions demonstrated under Task 2, but
in the contexbf the ITL Emulabnetwork laboratory, which currenthhas100physical nodes
tha can emulate about @B virtual nodes(With IE funds from this project, we intend to doaibl
the capacity of the ITL Emulab order to match the scale of our simulatip@emorstrating
phase transitions iemulated networkwill validate simulated phase transiticiegindin Task 2.

Phase II: Measurement Method® Existingphasetransitionstudies either sample
measurements at one node or examine measurements across the entire Satagikg at one

node is not informative in real networks, which are composed of heterogeneous components
(e.g., nodes with varying topological placementsacéjes, and functionalities). Measuring

across an entire network is infeasible for deployments of realistic scale, because the volume of
measurement data would be difficult to collect, convey, and anayewill design develop
andtestpragmatic measementand analysisnethods that can be inserted into operational
networksto provide effectivesampling andgignaling.This phase requires three tasks, each

lasting six months.

In Task 4 Design we will explore techniques to select a limited number of measurement
locations to achieve sufficient detection of precursor signals, as identified and selected from Task
2. Wesuspecthat network topologplays a crucial role in selection of effective nse@aement
locations.In previous work [28] with a heterogeneous topology, we found that measuring at
about10% of the possible observation points was sufficient to detect signals from a range of
distributed denial of service attacks. Further, weecallabaating with Dr. Yan Wan from the
University of North Texasyho is investigatingascading fdures in network modelsiising
measurement methods basedsampling conceptfe9-31] taken from control engineering,

5



algebraic graph theory, and informatidweory. In the context of simulation modelss will
investigate combinations of such sampling techniques, and determine their ability to detect
precursor signals, as well as to quanéi§gociated uncertainty.

In Task 5 Developmentwe will construct meagementand analysisoftware that can be
deployel inrealnetworks. The measuremeuwftsvare,which leveragsexisting network
performance monitoring software knownmesfSONAR [32] will collect requisite
measurements and convey them to an analysis point. We will also construct analysis software
that can process collected measuremenpsdduce precursor signals, aaiter applying
appropriatdilters and thresholdsis determineduring Task 2generate early warnings of
catastrophic event¥he early warnings will include uncertainty estimates.

In Task 6 Testing we will deployour measuremerdand analysisoftwareinl T L 0 s
networkemulationlaboratory and determine its ability to provielerlywarnings for phase
transitions demonstrated in TaskT3us will establish the practicality and effectivenessaf
measuremerdnd analysisnethodsand software.

Phase llI: Technology Transferand Further Evaluationd We will package and releaseir
software forgeneraluse and will establisipartnergipsto evaluateour methods and software in
commercial settings'he phase requires two tasks, the first lasting six mpatitsthe second
lasting twelve.

In Task 7 Software Releas@ve will package our software into pubhelease form,
which can be downloaded and used by any organization, and then distribute the software through
perfSONAR,Source Forgg33], or similar softvaredistribution channal

In Task 8 Evaluation we will establish partnerships with network operators to deploy
and test our measurememtd analysisnethods and softwarBasing oursoftwareon
perfSONAR will provideimmediateaccess to an existingesortium of (mainly) government
and academiorganizations seeking to build interoperable network performance middleware. To
expand the scope of our partnerships,wil alsoinvite interestedommerciakollaborabrs to
enter a CRADA directly with NISTThe main goals of this task ard) to evaluate and improve
our measurement and analysis software based on deployment in real neaworto interest
network operators in deploying omreasurement and analysis methimdsational networks.

Potential impacts: If completely successful, this project will transfggramising theorynto
practice, thusimproving he r esi |l i ence of the nationdés netw
networks, and ultimatelgeducing costs tthe U.S. economyarisingfrom widespread network
outages and degradations. Further, the knowledge and measuaechan@lysisnethods
developed by this project may find application in additi@yatems of national importance,
systemns such asomputational cloudshe electricagrid and cybephysical systemszor NIST,
and particularly ITL, the project will open new research vistas into measurement and analysis
methods aimed at characterizinghavior and dynamics largescale networks. Such
measurement and analysis methodklve among the most important contributions that NIST
can make to the future afeasuremerdciencefor information technologyEven at its least
successfulthe project will characterizand explairconditions under which phase transitions
willfaltomat eri ali ze i n real n econidence&isexistibhgh us r ai si n
networled systems
Each phase of the project will generate unique scientific contributions that have
independent value beyond the cumulative goal of the projecexaonple, idependent
assessmerdf the theory of network phase transitiomd either reinforce existing directions, or
refocus ongoing research into alternate paths.
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Qualifications of researchteamTh e mul ti di sci plinary team compr
in mockling of networkbasedsystems, statistical analysis and experiment desige,series

analysis, andnathematical analysi$n addition,over 80%of the IMS labor funds will be

invested in signifi cannetwgk neasprenerd addtganalyfit. 6 s exp
Through recruiting a new FTE and two new postdocs with proven research records in the design

and analysis odystems fonetworkmeasuremenive will position NIST to become a technical

leader in subsequent research in these areas.

Kevin Mills (772.04) ST1550 Senior Computer SciendsDr. Mills has 30+ years of

experience in developing Internet models, encompassing network structure and characteristics,
transport layer protocols, and application behawaad applying those models to study

congestion behavior

Chris Dabrowski (772.04)ZP/1550/IVComputer Scientist Mr. Dabrowskihas created

Markov chain models and simulations representing large distributed systems, including
infrastructure cloudssomputationagrids and communication networks. He recently developed
methods to predict causes and expected patterns of performance degradation in large distributed
systems.

Jim Filliben (776.04 ZP/1529/V Superfigory Mathematical StatisticiénDr. Filliben has 40+

years ofexperience in leading NIST research and application of advanced statistical modeling
and analysis techniques, including five years focused on experiment design for communications
networks.

Fern Hunt (771.0) ZP/1529N Mathematicia® Dr. Hunthas developed proofs of

mathematical results in areas such as dynamical systems, probability, information theory, and
complex systems and has also built modékilure in networks. She is currently working on
nearoptimal sets for the spreadiaformaion in networks

Bert Rust (771.0) ZP/A529NV Mathematiciad Dr. Rustis a worldclass expert in developing
mathematical models to characterize time series data, and has applied that expertise to model
data ranging from climate change measurements toctrafasurements from the Internet.

New Hire FTE (772) ZPIV Computer Scientist / MathematiciarHire or contract recent Ph.D.
with direct research experience in theasurement and analysis of network behavior

New PostdocsJ) 1 Statistician / Mathematician / Computer ScientiRecruitthreenew
postdocs with direct research experience in the design and evaluatietwvofk measurement
software and systemand data analysis

New Guest Researcher Recruit new guest researciveith experience in network data
collection and analysis.



Resources required:

Budget Resources ($K)

STRS Invested Equipment (IE)
Div/Grp FY15| FY16| FY17| FY18| FY19| FY15| FY16| FY17| FY18| FY19
772/04 | $810 | $810 | $810 | $810 | $810 | $425 | $375
776/04 | $230 | $230 | $230 | $230 | $230
771/01 | $172 | $172 | $172 | $172 | $172
Totals | $1,212*| $1,212| $1,212| $1,212| $1,212| $425 | $375

*83% of labor spending fasne new FTE, four new PeBlocs and one new Guest Researcher

Staffing Resources

Div/Grp

NIST Employee Names

# of NIST

FTEs

# of NIST Associates

772/04

New FTE, New Posibcs, New Guest
Researcher

1.0

3.0

772/04

Kevin Mills and Chris Dabrowski
(each25% IMS funded)

0.50

776/04

Jim Filliben

0.25

776/04

New Postdoc

1.0

771/01

Fern Hunt and Bert Rust
(each25% IMS funded)

0.50

Totals

2.25

4.0

Invested Equipment (IE) Planned Purchases *

Equipment Description & Estimated Cost

FY2015

M $375Ki 50 additional Emulab nodes + software licenses
M1 $50K7T 6 additionalnetwork switches + cables

FY2016

M $375Ki 50additional Emulab nodes + software licenses

*Total s

referenced must tie to requested amounts
Project Task Schedule:
Year 2015 2016 2017 2018 2019

Phase ID Task Qtr 2|13(4]1(2]|3

1 | Modeling
Validation 2 | Characterization

3 | Emulation

4 | Design
Measurement 5 | Development
Methods

6 | Testing
Technology 7 | Software Releasg
Transfer g | Evaluation

n
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Appendix A. Letter of Support from Iraj Saniee,
Head of the Mathematics of Networks & Communications Department of
Bell Labs

-----0riginal Message-----

From: Saniee, Iraj (Iraj) [mailto:iis@research.bell-labs.com]
sent: Thursday, December 2@, 2012 7:27 PM

To: Dabrowski, Christopher E.; Mills, Kevin L.

Subject: Your proposal

Dear Drs. Dabrowski and Mills,
Thank you very much for sharing with me the abstract of your proposal, which I enjoyed reading.

The study of critical phenomena and methods for predicting the onset of "turbulence" has a very
respectable history, originally in physics and statistics. Kolmogorov's classic paper on this topic is a
very nice early example. The distributed nature of today's information systems and infra-structure, as
you observe, adds to the potential criticality of this complex system, making prediction of large-scale
systemic failures even harder to categorize or detect.

Measurements, and in particular parsimonious measurements if and when proven effective in facilitating
prediction of large-scale failures, are the missing elixir. There is currently no network management
system I'm aware of which can correlate disparate events (across network layers and

components) which may give rise to catastrophic failures of the information networks. This is despite the
fact that the Internet was designed to be inherently survivable with respect to multiple and distributed
physical interruptions.

Again, as you observe in your abstract, cyber-attacks and other higher-layer protocol failures could still
contribute to large-scale failures of the information infra-structure, in parallel with environmental and
electrical systems, for example. Your emphasis on measurement and your track record of research on
distributed information systems focus this complex problem on a very plausible solution methodology. In
my opinion, the success of the proposed research would help fill a vacuum in commercial network control
and management systems which are primarily designed to serve myopic owner-client needs rather than global
infrastructure availability concerns.

I wish you success in your proposed research and I look forward to your results if and when available to
the general public.

Best wishes,

Iraj Saniee, PhD

Head, Mathematics of Networks & Communications Dept.
Bell Labs - Research, Alcatel-Lucent

Room 2C-326, 600 Mountain Avenue

Murray Hill, NJ @7974

UusaA

(908) 582 6410

http://ect.bell-labs.com/who/iis/
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Appendix B. Letter of Support from H. David Lambert,
President and CEO, Internet2

INTERNET:

January 11, 2013
Christopher Dabrowksi
National Institute of Standards
And Technology
U.S. Department of Commerce
100 Bureau Drive, Stop 8920
Gaithersburg, MD 20899-8920

Dear Mr. Dabrowski:
On behalf of Internet2, we are pleased to write in support of your proposal entitled “Measurement
Science to Predict Catastrophic Events in Global Communication Networks.”

This proposal is likely to contribute to our ability to manage dynamic global communication networks,
particularly in the accurate prediction of system-wide catastrophic events, and the avoidance of major
network collapse. The project’s findings will address processes involved in malicious network attacks,
cascading failures, and sudden load increases, while also enhancing our ability to predict network failure
onset. By developing large-scale models of Internet topologies and protocols, it will measure precursor
data as signals of pending catastrophes and build measureable precursor behaviors. This will create a
strong foundation of system measurement that has not existed before that is likely to help avoid
potentially debilitating real-life network failures and their scientific and economic consequences. In the
process, it will also contribute significantly to global technological and economic development.

Internet2 has a long history of successful impact in network performance and network security
issues, including many collaborations with members of this proposal team, including Abdella
Battou. Internet2 is a consortium of advanced networking institutions in the United States that has
been led and governed by the research and education community (including over 200 university
members) since 1996. Internet2 promotes the missions of its members by providing pioneering
network capabilities and unique partnership opportunities that facilitate the development,
deployment, and use of advanced networking capabilities.

We are pleased to write in support of this innovative proposal.

Sincerely,

U Qe

H. David Lambert
President and CEOQ, Internet2

Office of the President & CEO
1150 18t Street, NW, Suite 900
Washington, DC 20036
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Appendix C. Letter of Support from Craig Lee,
Senior Scientist, The Aerospace Corporation

@AERDSPAGE L=

El Sequndn, CA G1245-4600
310,336.5000

WAILNG ADDREES
PO B &2957
Los Angeles, CA 90009-2357

WW.3ER0.0

bece mber 28, 2012

National Institute of Standards and Technology
100 Bureau Drive Stop 8920

Bldg. 222/B218

Gaithersburg, MD 20899-8920

Dear Drs. Dabrowski and Mills,

It is will great interest that | support the "Measurement Science To Predict Catastrophic Events In
Global Communication Networks" proposal. It is both timely and critical as we deploy — and rely
upon -- larger and larger distributed computing infrastructures for our national infrastructures.

In my professional capacity as a Senior Scientist at The Asrospace Corporation, in the field of
parallel and distributed computing, and as a Past President of the Open Grid Forum, | directhy
advise on issues relating to technology adoption for satellite ground systems. This is for both
command and control, and also for the dissemination of data products once they are on the
ground. Asyou may imagine, these systems are becoming larger and more integrated. There is
also a great push for migration to on-demand, distributed cloud architectures that must host
multiple satellite missions, while providing greater business value.

Qur national security and economic interests depend on these systems being stable and robust.
Two key examples are the Global Positioning System and the Joint Polar (weather) Satellite
System. However, as these systems get larger, more highly distributed, more inter-related, and
cloud-based, my concern is that their reliability and availability will suffer. Perhaps more
importantly, there might be emergent behaviors that are completely unexpected and
catastrophic in nature.

For these reasons, | have been following your work for several years now. | strongly support your
efforts to understand how these massive systems might fail and to prototype a measurement
science as perhaps an "early warning system”. This line of work must be pursued, and its results
used to shape satellite ground systems of the future.

Best regards,

Dr. Craig A. Lee
Senior Scientist, The Aerospace Corporation
Board of Directors, Past President, Open Grid Forum ]

The Aerozpace Corporaion ks an Equal Opportunity Employer
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